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In the next several years, hostile states or non-state actors will accelerate their use of social media bots to undermine democracy, recruit terrorists, disrupt markets, and stymie open-source intelligence collection. This report conducts an alternative futures analysis in order to help policymakers identify options to mitigate the threats of social media bots. In the worst-case and most-likely scenario, a technological stalemate between bots and bot-detection leads to a false sense of confidence in social media information, which allows for breakthroughs in bot technology to create disruptions until bot-detection technology advances.

Introduction

Software robots, or “bots” for short, generate roughly half of all Internet traffic. Social media bots (SMBs), which are computer programs that control the activity of a social media account, were responsible for one out of five Tweets on the 2016 Presidential election and one-sixth of all Twitter traffic on the Brexit referendum. Some of these bots may have been controlled by the Kremlin to undermine Western democracies. Non-state actors including the Islamic State in Iraq and Syria, criminal networks, corporations, politicians, and private citizens also use SMBs to achieve political goals.

SMBs may be used against the United States for a wide array of purposes: interfering in elections, recruiting terrorists, meddling in markets, or thwarting open-source intelligence efforts. In the most likely and worst-case scenario, bot and bot-detection technologies will reach parity. The ability to detect bots will lead to a false sense of security in private industry and the government, exposing their analysis and decision-making to disruption from breakthroughs in bot technology. Meanwhile, the public will be at the mercy of social media companies, which may not take adequate action, leaving citizens in danger of misinformation and manipulation.

The Emergence of Social Media Bots

As much as 15 percent of Twitter accounts are bots, according to a recent study. The difference between SMBs and real users from a strategic standpoint is that SMBs are more efficient. A single amateur computer coder can create an army of bots that flood social media networks with a volume of messages that would have required a large group of full-time Internet posters, or “trolls.” Networks of SMBs working together are called “botnets.”
What Can Bots Do?

Social media bots can be deployed for a variety of benign or malicious purposes, but broadly speaking, they tend to specialize in one of three tasks:

- **Increase follower counts.** The simplest bot accounts follow other users in order to inflate their popularity. These bots are commercially available, although purchasing followers is a breach of most social networks’ terms of service. Many public figures have large bases of bot followers on social media, but often are unaware of who controls these bots.

- **Spread information and misinformation.** Botnets are capable of spreading information and creating a false consensus. Clayton Davis describes a “majority illusion” effect whereby bots can magnify the popularity of a position. This appearance of popularity influences the attitudes of real users and therefore can manipulate public opinion.

- **Interact with other users.** Some bots can react intelligently and influence human behavior. In one experiment, SMBs shamed users into reducing their use of racial slurs online, particularly if the bot accounts appeared to be white males. A separate study demonstrated that bots were able to identify social media users who were dissatisfied with government corruption and recruit them to take action.

Social media bots have the potential to benefit the public, but they can also be used for manipulative political purposes. If SMBs can inflate the popularity of celebrities, they can lend credibility to dictators; if they can spread truth, they can also spread falsehood; if they can sell products, they might be able to sell ideology.

The Strategic Logic of Bots

Social media bots are not merely the latest medium through which misinformation passes. Rather, by automating information warfare, SMBs will have strategic implications, namely:

- **Stronger first-mover advantages.** From a psychological standpoint, it is easier to spread misinformation than it is to correct it. Social media bots amplify this first-mover advantage because they can put out information rapidly, reducing the window of opportunity to introduce any sort of warning or counter-messaging.

- **Quantity is a form of quality.** Social media bots generally do not trick people into accepting a message based on the perceived credibility of the source or the persuasiveness of the argument itself. Rather, they operate based on scale, spreading information that is more outrageous than more traditional forms of propaganda, but seemingly credible because of the majority illusion effect.

The strategic impact of bots is already evident and will only become more pronounced as the technology continues to develop.
The Future of Bot Technology

Over the next five to ten years, bots will undergo increasing sophistication and proliferation as a result of technological changes.

• **Sophistication.** Most bots created around 2015 rely on heuristic algorithms, but rapid advances in the development of genetic algorithms will allow for more sophisticated bots. On Twitter, bots have developed the ability to autonomously search the Internet for profile images, post messages at particular times of day, engage in conversation, and “clone” real users’ behavior.

• **Proliferation.** One thousand basic Twitter follower bots are already available for as little as $9. Bots can be written in a variety of programming languages and are only becoming cheaper.

More plentiful, more sophisticated bots pose a series of potential threats to the national security interests of the United States. Some incidents over the past several years may be the harbinger of what is to come.

Threats to U.S. Interests

Social media bots pose an emerging threat to the United States and its allies in several domains. The following discussion identifies ways that bots have already been used or could potentially be used against the United States at home and abroad.

**Democracy**

Social media plays an important role in our national political conversations, as it does in many countries around the world. But social media is not an inherently democratizing force. Bots could be used against democratic nations to:

• **Influence election outcomes.** A political operative who is currently serving a prison sentence in Colombia told American press that he used bots in conjunction with hacking to interfere in several Latin American elections. Some observers have alleged that the Russian government created bots to amplify anti-Clinton propaganda during the 2016 presidential election. However, it is difficult to determine the number of such bots, let alone link them to the Kremlin. German Chancellor Angela Merkel nonetheless requested a briefing on bots from a data scientist in late 2016 amid concern that the Russians might attempt to use SMBs to influence elections in Europe. French government officials also remain concerned about the threat of SMBs in their elections.

• **Undermine public confidence in elections or government.** Even when SMBs are unable to change voters’ opinions, they can still launch mass social media campaigns to poison
public discourse with negativity or muddy the waters of a political issue in such a way that people become disillusioned. Such a strategy would be consistent with the Kremlin’s efforts to undermine faith in American democracy during the 2016 election.

- **Manipulate legislators’ decision-making.** In a survey of Washington lobbyists, the majority of those polled said they believe social media will play a more substantial role in legislators’ decision-making over the next five years. If this trend holds, then there may be a greater potential for hostile actors to indirectly influence legislation to the extent that social media sentiment is determined by bots. Lobbyists could conceivably manufacture social media trends in an effort to trick legislators.

Governments could also use bots to stifle anti-government movements within their own borders. Dan Swinslow argues many authoritarian regimes are engaged in “well-resourced program[s] of…polluting online democratic discourse through hate speech and disinformation,” a process he calls “distributed denial-of-democracy.” If bots are able to provide comparable quality social media posts at a greater scale, regimes that currently use paid trolls may shift to bots in order to extend the reach of their counter-democratic activities.

- **Drowning out dissidents.** Bots sometimes engage in hashtag spamming in order to bury anti-government messages in a mess of irrelevant information or to fool social media algorithms into removing the hashtag from the trending list, for instance, in Syria and Russia. So-called “Peñabots,” which support Mexican President Peña Nieto, have engaged in these tactics and also issued death threats to dissidents.

- **Rewriting the narrative.** Social media bots are also used to create fake trends, launch smear campaigns, and disseminate political propaganda. These strategies have been seen in Mexico, Russia, and elsewhere.

So far we have seen that different kinds of regimes tend to employ bots differently. Leaders in established democracies primarily use bots for “follower padding,” authoritarian governments tend to use bots for demobilizing the opposition and spreading propaganda, and mixed regimes employ all of the above.

**Economy**

Social media bots can manipulate stock prices through two methods. First, criminals can program bots to persuade human investors into making particular trades. Second, SMBs can spoof high-frequency trading systems if the algorithms factor social media feeds into stock price calculations. To date we have seen bots used to:

- **Damage the overall market.** When the Free Syrian Army hacked the Associated Press Twitter account and used bots to spread a rumor that there had been an explosion at the White House, the U.S. stock market lost $200 billion in value in two minutes.
Commit “pump and dump” crime. In a pump-and-dump scheme, collaborators who control most shares in a shell company trade shares back and forth to gradually raise the price. The plotters then start to sell the shares to real investors.\textsuperscript{34} A network of Twitter bots played a role in advertising shares of Cynk Technology Corp., as shares rose from a few cents to $21.95. The fake company reached a market capitalization of over $6 billion by the time federal regulators halted trading. The stock price subsequently collapsed.\textsuperscript{35}

These stock market manipulations have so far proven to be ephemeral, but one can imagine lower-profile but sustained attacks that evade detection and have long-run economic consequences.\textsuperscript{36}

Terrorism

Social media is already widely used by terrorist groups like ISIS to enhance their operations and spread their influence. SMBs offer an attractive tool to bolster these pre-existing efforts. According to Samuel Wooley, “Bots are used as tools of magnification. They make the message of groups…seem much more popular than they actually are.”\textsuperscript{37} Therefore, bots could increase the effectiveness of:

- \textit{Intimidation}. ISIS tweeted a picture of their fighters holding the group’s flag with the message “We’re coming, Baghdad.” The message was widely disseminated by accounts associated with the Dawn of Glad Tidings app, which can publish ISIS propaganda by taking control of users’ accounts.\textsuperscript{38} The image, intended to “strike fear into the hearts of their enemies,” temporarily became a top result on Twitter and any searches for “Baghdad” returned ISIS’s message.\textsuperscript{39}

- \textit{Recruitment}. ISIS has already taken an interest in using SMBs to spread propaganda through organized hashtag campaigns and the tactic known as “twitter bombing.” The goal of these operations is to flood Twitter with pro-ISIS content by creating a fake trend or hijacking a current hashtag.\textsuperscript{40} ISIS is also attempting to make bots more human-like.\textsuperscript{41} While there is no evidence to suggest they possess the capability to create such AI systems yet, it will be a threat in the future if ISIS is able to spread propaganda using accounts that can interact with humans and produce original content free from detection.\textsuperscript{42}

Additionally, propaganda spread by SMBs has the potential to inspire acts of terrorism even if that violence was not the intended purpose of the botnet, as the “pizzagate” attack during the 2016 presidential election campaign season demonstrated.\textsuperscript{43}

Intelligence Collection

Social media bots are also likely to have a distorting effect on the field of sentiment analysis, a forecasting method that is increasingly used in open-source intelligence. The technique uses machine-learning algorithms and natural language processing to extract the underlying attitudes
within Internet posts and determine towards what end those sentiments are directed. Academic research has demonstrated the ability of sentiment analysis to accurately forecast the outbreak of diseases and political unrest weeks in advance. The Intelligence Advanced Research Projects Activity, a former Deputy Director of the CIA, and other prominent players in the national security community have publicly touted social media sentiment analysis. But if data analysts do not have a reliable method of separating bots from real users, possible results might include:

- **Erroneous conclusions.** Datasets derived from social media sources would be corrupted if there were systematic differences between bot and user sentiment and there were a significant number of bots. This bias in turn could lead to false social-media intelligence conclusions.

- **Adversary-planted conclusions.** A hostile actor with an understanding of sentiment analysis could embed bots within a social media network in order to trick the United States into drawing a particular intelligence conclusion.

- **Loss of sentiment analysis as a stream of information.** If it were apparent to the intelligence community that bots had made sentiment analysis inaccurate, a potentially valuable source of intelligence would be lost.

The intelligence risks of SMBs, as well as the threats they pose in the domains of democracy, the economy, and terrorism, will depend on technology and society’s relationship with social media.

**Alternative Futures Analysis: The World in 2025**

Rapid advances in the field of artificial intelligence and the wide array of actors involved in information warfare make it difficult to predict the future of SMBs with a high degree of certainty. Two “known unknowns,” however, are likely to play a key role in the future of SMBs.

- **Primary factor: Bot versus counter-bot “arms race.”** Emilio Ferrara et al. write that an arms race is likely to emerge between bot technology and bot-detection technology, which “will only be over when the effectiveness of early detection will sufficiently increase the cost of deception.” At present it is difficult to assess which side of the technology arms race will win. If social media companies start labeling bot posts or escalate efforts to eliminate harmful SMBs, that would be a sign that bot-detection technology is highly reliable.

- **Secondary factor: Vulnerability to social media manipulation.** This factor is the degree to which the public, private industry, and governments rely on social media for information. Metrics to assess this factor might include the percentage of people who claim they rely on social media for news, the weight of social media data in high-frequency trading algorithms, and the importance the intelligence community assigns to sentiment analysis.
At the extremes of the arms race spectrum, the degree of reliance on social media would not be pertinent to the outcome. If bot-detection technology were dominant, there would be few bots capable of distorting social media, and therefore the degree of reliance on social media would not affect outcomes. Likewise, if bot technology outpaces bot-detection technology, consumers of social media information would likely adapt to the new environment in order to reduce their vulnerability. The degree of reliance on social media only becomes relevant in the event of a technological stalemate. This analysis results in four possible scenarios (see Figure 1).

Figure 1: Alternative Futures
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<thead>
<tr>
<th>Counter-Bot Dominant</th>
<th>Stalemate</th>
<th>Bot Dominant</th>
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Threat Levels: ▶ Low ▶ Moderate ▶ High

“Nuisance” Scenario

In a world where there is abundant technology to identify and label SMBs, bots become taboo. Low-quality bots that can be created en masse more quickly than social media companies can delete them are occasionally used as a form of annoyance.

- Public. Social media companies take action to curb SMBs, which prevents the public from being politically manipulated. Rather than buying bots for themselves, political candidates clandestinely purchase bots for their opposition in order to accuse them of attempting to manipulate the public. Terrorist botnets are quickly shut down.
• **Industry.** Investors easily determine which accounts are bots and filter these out of their analysis when making financial decisions.

• **Government.** Social media-based intelligence collection is easily able to distinguish between bot posts and real posts, allowing for analysis to proceed unhindered.

“Resilient” Scenario

If the bot technology arms race reaches a stalemate, breakthroughs in bot technology could create disruptions, but there would still be potential fail-safes if individuals, markets, and governments were not reliant on social media for information.

• **Public.** In this scenario, people do not rely on social media for news. The public remains skeptical of propaganda, fake news, and other suspicious content posted online. Hostile actors therefore have fewer opportunities and fewer incentives to use SMBs for political purposes, especially in countries where a lower percentage of people rely on social media for their news. Terrorists are able to create SMB accounts more rapidly than authorities can detect and delete them. Terrorist networks appear more legitimate online than they actually are, but only in countries where the popularity of traditional social media lingers.

• **Industry.** High-frequency trading algorithms do not often use social media for information, but high-end bots are occasionally able to trick human investors into making particular trading decisions. This manipulation allows for a modest amount of bot-based financial crime. Financial industries that engage in high-frequency trading would likely be able to afford sophisticated bot-detection systems, further mitigating the risk of stock price manipulation. Human investors would likely be suspicious of bot activity on social media.

• **Government.** The intelligence community occasionally has difficulty using sentiment analysis due to the inability to distinguish bots from real users. The defense community allocates some money to making sentiment analysis useful, but these efforts do not come to fruition. Policymakers are aware of the risks in social media data and regard conclusions from social media intelligence with a healthy degree of skepticism.

“Survival of the Fittest” Scenario (Most Likely and Worst-Case)\(^{47}\)

A false sense of confidence in social media information leaves room for sophisticated actors to engage in devastating deception. Bots are virtually indistinguishable from real users to the average citizen. Governments and corporations invest modestly in technologies that can filter out bot traffic. Only actors with relatively significant resources are capable of using these bots to any great effect, and only people with the most advanced bot-detection technologies can avoid SMB influence. Cheap, spamming SMBs fall out of fashion since low-end bots are quickly rooted out by the bot-detection systems that do exist. But the most high-end SMBs are still able to occasionally bypass detection, and when they do, they inflict severe damage.
• **Public.** Social media users are unable to distinguish high-technology bots from real users. Authoritarian regimes use high-end bots to shape conversation within their own countries, redirecting anger away from the regime. Russia and China continue to retain “troll armies,” but also use bots to augment their impact. Terrorist organizations develop greater cyber capabilities and pour significant resources into bots for online recruiting to expand their reach. Terrorists even launch their own chatbots to communicate basic information to potential recruits.

• **Industry.** High-frequency trading makes a comeback due to the big data revolution and advances in artificial intelligence. Individual investors face a collective action problem in dealing with SMBs, because bot-detection technology is prohibitively expensive compared to the perceived risk. Criminal networks use highly advanced artificial intelligence and SMBs for financial crime, occasionally using breakthrough technologies in billion-dollar heists.

• **Government.** The defense and intelligence communities make investments in proprietary counter-bot technologies, which are initially successful in preserving the integrity of sentiment analysis. Rapid advances in artificial intelligence make sentiment analysis a highly useful tool, which leads to overconfidence in predictive analytics. Hostile actors develop new SMBs that can circumvent detection systems. Intelligence agencies attribute analytic failures at first to the imperfect nature of predictive analytics, so it takes a while before anyone realizes that a pattern has emerged and stealthy SMBs are the underlying problem.

“*Duckspeak*” Scenario

People, markets, and government agencies would likely choose not to rely on social media information if it was known that bots had overrun social media platforms. In this scenario, negative SMB-generated rhetoric overruns social media, turning platforms into meaningless duck-like “quacking” as in *1984*. This deterioration causes people to shift away from platforms like Facebook and Twitter, at least for news content. Mainstream journalism begins to make a comeback. Even though SMBs continue to exist, society and governments adapt to the new environment in a way that makes them less vulnerable.

• **Public.** High-tech sophisticated bots are extremely effective at manipulating public opinion on social media for the relatively modest portion of people who still rely on it as a source of news. Most people discount social media news, because they are aware that bots have permeated the social media sphere, much like many Eastern Europeans discounted news they believed to be Russian propaganda. Terrorist networks obtain access to sophisticated artificial intelligence techniques that allow them to more effectively target individual social media users for recruitment. With just a few more years of development, chatbots will be capable of passing as real people, engaging in sensitive operations, such as recruitment.
• **Industry.** Wall Street and other financial centers are aware that bots have made social media data unusable in trading decisions, and so they discount it entirely. The loss of this data has virtually no downside to the overall economy.

• **Government.** Much like investors, government agencies also determine that SMBs have corrupted social media data to the extent that it is unusable for sentiment analysis, and so social-media-based predictive analytics fall by the wayside. A potentially useful stream of intelligence has been lost, but that is preferable to drawing false conclusions.

**Possible X-Factors**

The scenarios outlined above paint a fairly comprehensive picture of what may happen in the future, but it is worth noting some additional factors that may play a decisive role in the future of SMBs. These changes are plausible and consequential, but not critical to the alternative futures analysis.

• **A new revolution in social media.** Ten years ago nobody could have anticipated the social media world of today, and it is difficult to predict the future. Platforms like Snapchat that offer high levels of privacy and have strong youth followings may grow relatively more important.⁴⁹

• **Intentional de-legitimization of social media.** What if actors used SMBs not for subtle manipulation, but brazenly infiltrated social media with bots to delegitimate those platforms as a whole? A “Cyber Pearl Harbor” or “Cyber 9/11” event could also push people off of social media, and the Internet in general.

Regardless of what the future may hold, policymakers will need to be prepared to deal with the threat of SMBs.

**Countering Social Media Bots**

“Don’t expect to counter the firehose of falsehood with the squirt gun of truth.”

— RAND Corporation, 2016⁵⁰

Compared to financiers and intelligence agencies, private citizens will have very little incentive to screen social media information for accuracy. In light of this reality, the following section emphasizes SMB policy with respect to the public. A good defense against SMBs will serve as an important starting point for policy, but Washington will also need to consider offensive strategies to deter SMB-based attacks, while also upholding American democratic values.
Current Approach

The U.S. government and social media companies have the capacity to counter the SMB threat, however they have not yet demonstrated their full potential to tackle the problem.

• **U.S. government.** Defense, intelligence, and diplomatic officials will need to work together to craft a counter-SMB strategy, but the current counter-propaganda efforts led by the State Department face significant challenges. The National Defense Authorization Act for the fiscal year 2017 broadened the mission of the State Department’s Global Engagement Center (GEC) to include coordination among government agencies to identify and respond to foreign propaganda. In theory, the GEC could play a central role in counter-SMB strategy. However, the State Department does not possess the legal authority to conduct research on social media to the same degree as the intelligence community. In addition, neither the GEC nor the joint State/U.S. European Command (EUCOM) Russian Information Group have adequate resources to fulfill their missions, according to the current chief of EUCOM. In light of these obstacles and possible future cuts to the State Department budget, a civilian or military element within the intelligence community could serve as an alternative hub for counter-SMB policy. Regardless of which agency is ultimately responsible, conservative interpretations of laws that prohibit the government from influencing domestic public opinion remain an obstacle to countering foreign propaganda.

• **Social media companies.** Social media companies have taken some action to counter SMBs and fake news, but have also been hesitant to act as arbiters of the truth. Mark Zuckerberg, for instance, has indicated that Facebook will “focus less on banning misinformation, and more on surfacing additional perspectives…. Even if social media companies were fully committed to wiping out botnets, it is clear that they do not yet have the ability to detect them immediately. In January 2017, for example, researchers detected a 350,000-strong botnet on Twitter had existed for months.

Even if Silicon Valley executives are unable or unwilling to eliminate bots on their own, Washington has several options at its disposal for mitigating the threat from SMBs.

*Policy Instrument 1: Investing in Bot-Detection Technology*

The United States has an interest in ensuring that the national security community, the financial sector, and social media companies have adequate bot-detection capabilities. Academics have developed three categories of methods to detect SMBs at acceptable false-positive and false-negative rates: graph-based analysis, crowdsourcing, and machine learning. Government-academic partnerships, such as DARPA’s competition among university teams in 2015 to detect bots, may be useful toward that end. Good bot-detection technology would facilitate other potentially useful policy changes, such as:

• **Incentivizing bad bot elimination.** Governments may need to push social media companies to delete political SMBs if corporate policies do not protect national security.
• **Flagging bots.** Social media companies will be challenged to find ways to warn users about misinformation, while avoiding the perception that they are biased gatekeepers of information. Psychology research shows that one of the most effective ways to counter misinformation is by marking it as such from the outset. Challenges arise, however, when the misinformation matches a user’s worldview because counter-messaging efforts may be perceived as threatening. For this reason, an explicit written warning that an account is an SMB or is providing fake news may backfire. Social media platforms might find more success with a visual cue that a source is potentially unreliable, based on an objective metric.

Additionally, social media platforms might be able to reduce bot influence by amending their trending algorithms to reward time spent on an article rather than the number of clicks or shares. Social media companies cannot realistically be expected to bear all of the burden, however, in tackling the SMB threat.

**Policy Instrument 2: Hardening Our Society**

Even in the best-case scenario, some SMB botnets will likely evade early detection systems, and the next layer of defense is the consumer of social media information. Policymakers will need to help the public buck the trend towards consuming less reliable sources of information.

• **Formal education.** One option is to teach children at an early age about concepts such as social media bots and fake news. In California, for instance, legislators have introduced bills that create new media literacy curricula.

• **Public education campaigns.** Policymakers may consider using funds to promote public awareness of bots and social media literacy, similar to Media Smarts’ campaign in Canada. NGOs could play a role in this effort.

• **Satirical debunking.** A program devoted to satirizing foreign propaganda or other misinformation could be an effective approach. For example, a television show in Ukraine strictly broadcasts and ridicules news that is unverifiable.

Training individuals to recognize SMBs is more efficient than trying to counter falsehoods, because of the sheer volume of information that automated social media accounts can produce and the first-mover advantage.

**Policy Instrument 3: Maintaining Multi-Domain Deterrence**

If Washington is serious about deterring SMB-based attacks, it will need to make clear that the United States maintains the capability and right to respond in other domains—including covert, cyber, diplomatic, or even military action. Multi-domain deterrence is necessary because, as a democracy, the United States would not enjoy escalation dominance in an SMB-based...
competition with a non-democratic adversary, such as China or Russia. A tit-for-tat strategy of SMB-based electoral interference, for instance, would run counter to American democratic values. Using SMBs to manipulate public opinion abroad could do serious harm to the U.S. image if details of such a program ever came to light. Fighting fire with fire is dangerous.

**Conclusion**

If left unchecked, SMBs are likely to complicate a wide array of U.S. foreign policy and national security objectives. Even modest problems in several domains or several regions of the world could quickly become a major issue for Washington. It is difficult to say for certain what is likely to happen over the next five to ten years, but policymakers and warfighters would be wise to consider these issues sooner rather than later. A delayed response could do irreparable damage to our democracy and our national security.
## Appendix A. Summary of Threats

<table>
<thead>
<tr>
<th>Threat</th>
<th>Vulnerable Actor</th>
<th>Possible Hostile Actors / Threat Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Democracy</td>
<td>Public</td>
<td>Foreign intelligence agencies, politicians acting against their own populations, or non-state actors</td>
</tr>
<tr>
<td>Terrorism</td>
<td>Public</td>
<td>Terrorist organizations</td>
</tr>
<tr>
<td>Economy</td>
<td>Private industry</td>
<td>Criminal networks or terrorist organizations</td>
</tr>
<tr>
<td>Intelligence</td>
<td>Government</td>
<td>Foreign intelligence agencies or accidental threat</td>
</tr>
</tbody>
</table>
In 2015, the Internet giant Incapsula released a report titled "2015 Bot Traffic Report: Humans Take Back the Web, Bad Bots Not Giving Any Ground," emphasizing the need for improved defense mechanisms against bots. The report mentioned that bots have been used for "follower padding" in Australia, Italy, Mexico, South Korea, Turkey, the United Kingdom, and the United States. The data showed that new media, political parties, and the public engage in "slacktivism," meaning that they regularly mistake auto-generated online content for genuine political discussion.

Ben Schreckinger, author of "Inside Trump's 'cyborg' Twitter army," highlighted the use of bots by some U.S. Congressional candidates. In addition to the United States, bots have also been used for "follower padding" in Australia, Italy, and Mexico. The report noted that the phenomenon of using bots to create the appearance of consensus around an issue is commonly referred to as "astroturfing." The use of bots to conned Brexit voters and spread fake news was also mentioned.

Onur Varol, Emilio Ferrara, Clayton A. Davis, Filippo Menczer, and Alessandro Flammini, in their paper "Online Human-Bot Interactions: Detection, Estimation, and Characterization," presented at the 2017 International AAAI Conference on Web and Social Media (ICWSM-17), first posted March 9, 2017, accessed March 26, 2017, used for "follower padding" in Australia, Italy, Mexico, South Korea, Turkey, the United Kingdom, and the United States. The data showed that new media, political parties, and the public engage in "slacktivism," meaning that they regularly mistake auto-generated online content for genuine political discussion.


For more on how some U.S. Congressional candidates most likely purchase bots to increase follower counts, see Ben Schreckinger, “Inside Trump’s ‘cyborg’ Twitter army.” In addition to the United States, bots have also been used for “follower padding” in Australia, Italy, Mexico, South Korea, Turkey, the United Kingdom. Samuel C. Woolley, “Automating Power: Social Bot Interference in Global Politics,” First Monday 21, no. 4 (April 2016), accessed March 2, 2017, doi: 10.5210/fm.v21i4.6161.


Dewey, “One in Four Debate Tweets Comes From a Bot.” The phenomenon of using bots to create the appearance of consensus around an issue is commonly referred to as “astroturfing.” Abokhair et al., “Dissecting a Social Botnet,” 849.


18 Jordan Robertson, Michael Riley, and Andrew Willis, “How to Hack an Election,” Bloomberg Businessweek, March 31, 2016, accessed January 17, 2017, https://www.bloomberg.com/features/2016-how-to-hack-an-election/. The political operative, Sepúlveda, reportedly used high-tech Twitter bots to steer online conversation in support of now-President of Mexico Enrique Peña Nieto and employed 30,000 less-sophisticated Twitter bots to generate trends that damaged opposition candidates. He also developed software to manage Twitter bots and used fake computer-generated calls and fake Facebook profiles in Mexican gubernatorial races. For more on how bots have been used in Argentina, Ecuador, and Mexico, see Manuel Rueda, “2012’s biggest social media blunders in LatAm politics,” ABC News, December 26, 2012, http://abcnews.go.com/ABC_Univision/ABC_Univision/2012s-biggest-social-media-blunders-latin-american-politics/story?id=18063022.
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